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Introduction 

The next theorem of A. Markoff1 is well-known: 
Let j(z) be an arbitrary polynomial of degree n for which 

(1) lf(z) I ~ 1 

in the interval -1 ~ z ~ 1; then also the inequality 

(2) lf'(z)I ~ n2 

holds in this interval, and equality can be attained only at z = ± 1. The 
polynomial yielding the extreme value is ± cos( n arccos z). 

The above theorem can also be formulated as follows: If j(z) is a polyno­
mial of degree n, then 

(3) 
max IJ'(z) i" 

-l~z~l < 2 -----_n. 
max IJ(z) I -

-l::;z::;l 

The value of the derivative in the inner points of the interval was estimated 
by S. Bernstein2 : If (1) holds in the interval -1 ~ z ~ 1, then in the same 
interval we have 

(4) lf'(z) I~ n-
*This paper is a complete translation in English from Hungarian of the paper "Bizonyos 

polinomok maximumanak als6 korlatjar61" by J. Erod. The original paper has appeared 
in: Mat. Fiz. Lapok 46 (1939), pp. 58-82. 

1 Uber ein Problem von D. J. Mendeleeff. (Russian, with German abstract.) St·. Pe­
tersburg Academy Pub!. 62 (1889), 1-24 . 

2 Sur l 'ordre de le meilleure approximation des functions continues par des polyn6mes 
de degre donne. Mem. pub!. par la Cl. des Sc. de l'Acad. de Belgique 4 (1912). 
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Similarly to the above, a bound of the derivative of polynomials can be 
looked for, when inequality (1) is valid for a certain set of points in the complex 
plane. The first result in this field is due to to M. Riesz3 : 

If (1) is valid on the circumference of the circle lzl ~ 1, then in this 
domain 

(5) lf'(z)! ~ n 

is valid, and equality holds only for polynomials of the form a · zn, where 
!al = 1. That is, for every polynomial of degree n, 

max !f'(z)I 
lzl9 ~n. 
max lf(z) I 
lzl9 

(6) 

W. E. Sewell4 generalized Riesz' theorem for elliptic domains: If (l) is 
valid on the boundary of an ellipse having axes (-1, 1) and (-ai,ai), 
0 ~a~ 1, then 

(7) lf'(z)I ~ Jl +; _ !z!2 

G. Szego5 extended Markoff's theorem on closed domains M bounded by 
Jordan arcs . According to him 

(8) 
If' (zo) I 

--'-----'----"-'--- ~ c1 ( M, zo) · n °' 
max lf(z) I 
zEM 

holds for polynomials of degree n if z0 is a boundary point of M, and the 
points of M fall between two halfiines drawn from z0 , and enclosing an angle 
a · 71' (0 < a ~ 2). Furthermore, 

(9) lf'(zo)I < (M ') (l ')n max IJ(z) I = C2 ,zo,u . + u 
zEM 

holds, where zo is an arbitrary point of the plane. Here c1 and c2 are constants 
independent of n, and J > 0 is arbitrary. Szego's theorem is sharp with respect 
to the order of magnitude. 

M. Fekete6 showed that the roots of the polynomials, because of which (9) 
cannot be improved, lie on the set M. Pal Thran raised the question: What 

3 Eine trigonometrische Interpolationsformel und einige Ungleichungen fiir Polynome. 
Jahresber d . deutschen Math. Vereinigung 23 (1914), 354-368. 

4 On the polynomial derivate constant for an ellipse. Amer. Math. Monthly 44 (1937), 
577-578. 

5 Uber einen Satz von A . Markoff. Math. Zeitschrift 23 (1925), 45-61. 
6 Uber den absoluten Betrag von Polynomen, welche auf einer Punktmenge gleichmassig 

beschrankt sind. Math. Zeitschrift 26 (1927), 324-344. 
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can be stated conversely on the derivative of polynomials f(z) of degree n 
whose roots lie on the set M, and which take on the value 1 in a point of the 
set M? The class of polynomials satisfying this condition will be denoted by 
E(M). The question can also be posed in the following way: Does there exist 
a lower bound for 

max lf'(z) I 
zEM 

max lf(z)I 
zEM 

over the set of polynomials E(M)? 
Tur an proved that if M 1 is the interval (-1, + 1), then for each polynomial 

f(z) of degree n from E(M1 ) there exists a point (in M1 at which 

(10) IJ'(C)I ~ ~..;n, 

and if the set M 2 is the unit circle, then for each polynomial f(z) of E(M2 ) 

there exists a point ( E M 2 for which 

(11) IJ'(()I ~ ~; 

moreover, the latter cannot be improved further. In other words, we have 

(12) 

if f (z) E E(M1), and 

(13) . 

if f(z) E E(M2). 

max IJ'(z) I 
lzl~l > ?!:_ 

max lf(z)I = 2' 
lzl~l 

In § 1 Turan's result (see (10)) and its sharpening is discussed. We prove 
that there exists a sequence tending to zero 

such that in case f(z) E E(M1 ), at a certain point -1 ~ ( ~ 1, 

(14) IJ'(()I ~Ve: C:n 

holds, and (14) cannot be improved. 
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§ 2 contains a generalization of (10) and (11). Let the domain M3 be the 
ellipse as in Sewell's theorem. If f (z) E E(M3 ), then there exists a point 
( E M3 for which 

(15) (
n ·a 1 ) lf'(()I ~max - 2-, 7Fn · 

In § 3 we study the question for what type of domains can solutions for 
Turan's problem be found with the methods in § 2. 

Finally, in § 4 we give an application of the theorem in § 1 concerning a 
problem of P. Erdos. Let f(z) E E(M1 ) and let f(z) be convex (or concave) 
between its roots a and f3 . Then 

(16) 

where, by the proof by Erdos and Turrin, 

(17) Cn ~ 16, 

while, according to the exact value found here, 

(18) lim Cn = h. 
n=oo 

§ 1 

a) Pal Thran proved the next theorem: If all the roots of the polynomial 
f(z) of degree n lie in the interval (-1, 1) and in a certain point a 

(19) lf(a)I = 1 

holds, then there exists a point -1 '.S ( '.S 1 where 

(20) lf'(()I ~ ~,;n. 
Let namely z1 , z2 , ... , Zn be the roots of the polynomial f ( z), and let 

(21) 

We may assume that f (z) and its derivatives are real for real values of z. 
Let firstly a < z1 , or a > Zn, i.e. let the sign of a - Zi be the same for 

every i. Then 

(22) 
I 

n 1 I n 1 n 1 Vn 
lf'(a) = lf(a)I · """ -- =""" ~ """ - = :!'.. > --2!:.: ~a-z ~la-z·I ~2 2 6 

i=l i i=l i i=l 
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Let secondly 

(23) 

Let a be a point of maximum of lf(z)i in the interval (zi, Z;+1). Then 
lf(a)I ~ 1, so dividing by it the absolute value of the derivative becomes 
smaller everywhere. So we may assume that in the interval (zi, Z;+i) 

(24) if(z)I ~ i. 

We may also suppose that in the interval (a - Jn, a) the inequality 

(25) 
2 

lf(z) i ~ 3 

is valid, otherwise in a certain point /3 of this interval the estimate 

(26) lf'(/3) I = lf(a) - f(z)I ~ 1 ~ ~ = ~Vn 
la- z l - 6 Vn 

would hold. On the basis of (23) and (25) we see that Zi < a - Jn < a < Zi+i · 

We may assume further that in a point ( of the interval (a - Jn, a) 

(27) lf"(()i ~ 112n 

holds, otherwise f" (z) has a constant sign in this interval, a is the point of 
maximum, so 

(28) J'(a) = 0 

and we obtain 

Ir (a - Jn) I= I j j"(z)dzl 

(29) 

It is well-known that 

a--j;; 
a 

= I lf"(z) jdz ~ _.!._ · n ·~=~Jn. 
- 12 Vn 6 

a--j;; 

f'(z) _ n _1_ 
j(z) - ~ Z - Zi. 
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We differentiate this with respect to z at z = (, where ( is defined by (27): 

(30) 
IJ(()f"(() - f'(() 2 1 n 1 n 1 n 

!(()2 = L (( - Zi)2 ~ L 22 = 4· 
i=l i=l 

On the basis of (25), (24) and (27) we obtain from (30) that 

! '(()2 ~ (~) 2 . :!'. - 12:_ = 2:_ 
- 3 4 12 36' 

lf'(()I ~ V: · 
(31) 

We can show in a similar way that there exists a point a < 7J ~ a + -jn 
for which lf'(7J)I ~ ifa holds. 

The proof of Turan's theorem is completed. The result will be used in § 4 
in the following formulation: Let the roots of polynomial J(z) of degree n fall 
in the interval ( -1, + 1) and let f' (a) = 0. Then there exist points ( and 7J 
satisfying 

2 2 
a - - ~ ( < a < 7J ~ a+ -; y'n- - fa 
1 1 

lf'(()I ~ 5Vn · lf(a)j and lf'(7J)I ~ 5Vn · lf(a)j. 

b) Turan's theorem is exact as to the order of magnitude, but it can be 
improved in the following way: 

· Theorem I. Let the roots of the polynomial f (z) of degree n lie in the 
interval (-1,+1) and let lf(a)I = 1 for a point a, -1 ~a~ +l. Then there 
exists a point -1 ~ ( ~ + 1 such that: 

in case of n = 2, 3, 

(32a) 

in case of even n ~ 4 (n = 4, 6, 8, ... ) 

(32b) IJ'(()I ~ n (1- _1 ) n22 = ~ + Q (.!.) ' 
y'n=-1 n-1 v~ n 

in case of odd n ~ 5 (n = 5, 7, 9, ... ) 

(32c) 

1 n2 ( v'n+f) n2
3 

( l ) n21 
If (()I ~ (n _ l)v'n+f 1 - n _ 1 1+ Vn+f 

= ~+o (~). 
Our theorem cannot be improved. 
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Proof. We search for the polynomial that satisfies the conditions of the 
theorem, and the maximum of its derivative is the smallest possible in the in­
terval ( -1, + 1). Let f ( z ) be an arbitrary polynomial of degree n that satisfies 
the conditions. Let 

(33) Hn = max lf'(z)I. 
-l~z~l 

We are looking for the value of 

(34) hn = minHn. 
f 

Our theorem will obviously be verified if we prove that hn is equal to the values 
given in (32a), (32b), (32c). Let us investigate now on which parameters the 
function Hn depends. Without restriction of generality we may assume that 

(35) f (a) = 1. 

Let the roots of the equation f ( z) = 0 be z1 , z2 , ... , Zn, where 

(36) 

Thus, the form of the polynomial is 

(37) 

So we are searching for the value of 

where Hn is determined by (33) . The existence of the minimum follows from 
Weierstrass' theorem. 

First we shall prove that H n can be made smaller, except for the cases 
when the absolute value of each root is 1, i.e., in the case of a polynomial 
yielding the minimum hn, we have 

(38) lzil = 1 (i = 1, 2, . .. ,n). 

'I'hen we are going to choose out of finitely many polynomials the one 
which yields the minimum. 

We may suppose that lf(a)I is the maximum of lf(z)I in the interval 
(-1 , 1), otherwise dividing by it the value of Hn would decrease. In a similar 
way as in proving Turan's theorem we separate the cases la! = 1 and jal "I 1. 

Let first jaj = 1. Then, on the basis of (22), lf'(a) I ~ ~- However, 
the polynomial ( !.:p) n satisfies the conditions, and for this the value of Hn 
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is ~ . So this case can be represented by the above polynomial which also 
satisfies ( 38). 

Thus we have to deal with the case when there exists an i ~ 2, for which 

Zi-1 <a< Zi. 

In such a case the absolute maximum lf(a)I is also a local maximum, so 
we have 

(39) f'(a)=O. 

Proving Turan's theorem we saw that in the vicinity of the point a lf'(z) I 
takes some large values, while at the point a its value is zero by (39). So 
lf'(z)I increases to the right and to the left of a in the interval (-1, 1) up to 
a certain maximum. Let, for example, ( (-1 ~ ( < 1) be the point of that 
maximum to the left of a. Let us change the polynomial f(z) into fi(z) in 
such a way that instead of some inner root Zk we write z~, instead of a we 
write a' and divide by fi(a'). Here a' is the point of maximum of lfi(z)I in 
the interval (zi-l, Zi), and so it is explicitly determined. Namely, (39) holds: 
f{ (a') = 0, and by Rolle's theorem it is easily seen that if all the roots of 
a polynomial are real, its derivative vanishes between any two consecutive 
of them once and only once. Let lf{((')I be the maximum of lf{(z)I in the 
interval ( -1 , 1) to the left of a'. We shall prove that - provided there exists 
an inner root of f ( z) at all - there exists a k such that 

(40) lf{((')I < lf'(() J, if l z~ - al> izk - al, 

that is , if Zk is moved further from the point a. Let us assume for a moment 
that ( 40) is already verified. Let us remove all the roots from point a to the 
farthest possible left and right , i.e., let us take them into points -1 and +1, 
through which we get the polynomial fm(z). This polynomial possesses the 
property in (38) and also the conditions of the theorem, and on the basis 
of (40), 

(41) 

In addition, IJ:r,(((m))I is the maximum of IJ:r,(z)I in the interval (-1, a<ml), 
which is easy to see. When we write "to the right" instead of "to the left", 
the argumentation remains valid, we arrive again at a polynomial fm(z), but 
now the interval (a(m), 1) plays a role. In such a way the maximum of IJ:r,(z)I 
is smaller in (-1, 1) than the maximum of lf'(z)I, so with (40) we also verify 
(38). And we shall prove ( 40) if we show that when there are any inner roots , 
then there is one among them for which the inequality 

( 42) dlf'(()I {> 0 if Zk <a 
dzk < 0 if Zk > a 
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holds. For this purpose we calculate the value of d!f~i()I that exists, because 
f' ( () i- 0. If we change the root Zk of the polynomial, then also the locations 
of a and ( change, so that 

( 43) _d[f_'((_)I = 8[f'(() [ + 8[f'(()[ . _da + _8!_'(_() . _d( . 
dzk 8zk 8a dzk 8( dzk 

We shall show that the last two terms are zero. Indeed, fz: is a finite value, 
since with the roots of the polynomial the roots of its derivative changes 
smoothly (as a differentiable function). Furthermore, 

(44) 
!'(() _ ((- z1)((- z2) ... ((-Zn)~ _1_ 

- (a - z1)(a - z2) ... (a - Zn) ~ ( - z;' 

and so, using equality (39) we obtain 

( 45) I 8[~~01 1 = If' (()[· [J'(a)[ = 0. 

If -1 < ( < 1, [!'(()[is a local maximum, so 

( 46) J"(() = 0. 

Similarly to the above, JK..dd exists and we have 
Zk 

(47) I 8[~~() 1/=If" (() [= 0. 

If [([ = 1, then d( = 0 by the identical arrangement of the roots of f"( z ), 
which is easy to show. If, on the other hand, d( = 0, then the last term in 
( 43) does not occur. 

We have yet to calculate 81 ~~(k()I. Because in case off'(() i- 0 we get 

1 8[f'(()[ 
lf'(()I . 8zk 

so 

( 48) dff'(()I = 8ff'(()f =If'(()[ [-1- __ 1_ + f(() ] . 
dzk 8zk a-zk (-zk ((-zk) 2 f'(() 

Having done these calculations, ( 42) can be verified briefly. Let 

( 49) 

We have to show that ( 49) has the proper sign. Let Zk < a. 
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If we consider the expression ( 49) as a function of Zk we can see that it 
changes sign at Zk = a, because the term a~zk dominates there. The question 
is, where else h(zk) changes sign. Reformulating we get 

(50) 

From this we can see that h(zk) changes sign apart from the point a only at 
one single point, denoted by xo. If xo > a, then h(zk) does not change sign in 
interval ( -1, a), so it is everywhere positive, since it is positive near the point 
a at the end of the interval. In this case ( 40) is true for all roots zi < a. On 
the other hand, if x0 < a, then every root in the interval (xo, a) satisfies (40). 
For all the rest of the roots h(zk) < 0 holds . So, if there is no root of f(z) in 
the interval (x0 , a), then the inequality h(zk) < 0 would be true for all k, so 

n n ( 1 1 J(() 1 ) 
O > L h(zk ) = L a - Zk - ( - Zk + !'(() . (( - zk) 2 

k=l k=l 

= f'(a) _ !'(() + f(() . f'(() 2 
- f(()f"(() = 

0 
f(a) f(() f'(() f(() 2 ' 

provided ICI f:. 1, by (39) and (46). This is a contradiction. So in case ICI f:. 1 
there exists some root complying with (40) and smaller than a. If ICI = 1 we 
may obtain by linear substitution that z1 = -1, Zn= +1 while the derivative 
decreases. So we may suppose that in this case f(() = 0, but f'(() f:. 0, so 
we have to prove that for a > Zk 

1 1 
----->0 
a - Zk (- Zk 

which is evident in case of ( = -1 < zk, and is easily verified in case of 
( = +1, because a - Zk < 1 - Zk· 

The proof is analogous when Zk > a. In this case we have to show that 
there exi11ts a Zk, 1 > Zk >a, for which h(zk) < 0. 

Therefore (40), and simultaneously (38), have been proved. Thus, on the 
basis of (38), (37) and (39) we conclude that the only polynomials that could 
provide the value hn are: 

Polynomials fk(z) and fn-k(z) are reflections of each other, so it is sufficient 
to deal with the cases k ~ ~· Let us denote by Hn(k) the value yielded by 
(51) through (33). Then Hn(O) = ¥, and Hn(l) ~ ¥, so in case of n = 2, 3 
we obtain hn = ¥ which is just (32a). 
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In case of k ~ 2, lfHz)I takes on two maxima in the interval (-1, 1), let 
us denote them by H~(k) and H~(k). But H~(k) = H~(n - k) and we have 

H~(k) = 

If n is even, we proceed as follows. Obviously 

Hn(k) ~ JH~(k)HJ;(k) 

% v~( n---n-l~-n--l-.-k-( n_l ___ k )-( 1---k-1 )_k ___ l _(_1 ___ n_~_k_)_n--k---l 

holds true. But 
__ 1 __ > _±_ 
k(n-k) = n2 ' 

k-l ( )n-k-l 
and if we examine the function g ( k) = ( 1 - t) 1 - n~ k in the 

interval (2, ~),we see that g'(k) < 0 there. Thus 

1-- 1--- ~ l--( 
l)k-1 ( 1 )n-k-l ( 2)n-2 
k n-k - n 

That is , 

n-2 

Hn(k)~ - 1-- -H -nn(n - 2)n-2 n ( 1 )-2 (n) 
(n - l)n-lnn- 2 - ~ n - 1 - n 2 · 

So (32b) is proved, provided 

holds for n ~ 4, i.e., if 

n n ( 1 ) n:;-
2 

-> l---
2 =~ n-l ' 

which is clearly true. 
The proof of (32c) can be carried out in a similar way, although on the basis 

of a much more complicated calculation. It can be verified that dHJk(k) < 0, 
if k ~ 2, and that H~ (n;- 1

) > H~ (n;- 1
) holds true. These verifications are 

not necessary to detail. The proof of Theorem I is completed. 
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§ 2 

a) Let us consider the ellipse in the complex plane whose major axis is the 
interval (-1,+1) and minor axis is (-ai,ai) (0 ;:£a;:£ 1). Let the collection 
of the inner and the boundary points of this ellipse be denoted by £, and z0 

be a point on its boundary. Then the following theorem holds true. 

Theorem II. If the roots of a polynomial f (z) of degree n lie in the closed 
domain £, then we have 

In the proof we may assume without loss of generality that the equality 

f (zo) = 1 

_ holds true. We provide two proofs. 
a) Let us examine the function 

(53) (() _ icp ( 1 + a ( 1 - a 1) z -e -- +--·-
2 2 ( ' 

which maps the unit circle 1(1 = 1 onto the boundary of£ and there we have 

(54) 

which can be proved by simple calculus. We are going to examine the function 
g(() = f(z(()) on the unit circle. We have to prove on the basis of (52) and 
(54) that 

lg'((o)I ~ n ~a, 

where (0 is the point on the unit circle corresponding to z0 . Let us choose cp 
in (53) so that (0 = 1. According to (53) 

(() 
C-n C_1 (n 

g = (n + · · · + ( + Co + C1 ( + · · · + Cn , 

so g(()(n is a polynomial of degree 2n. Its roots are obtained pairwise from 
the second degree equation 

(55) Zk = eicp ( 1 ; a ( + 1 ; a . Z) (k=l,2, ... ,n), 

where zk is the root of the equation f(z) = 0. Let us denote the roots of 
g ( () = 0 pairwise by (~ and (~, then 

(56) 
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so 

(g(()C)~=l = g'(l) + n = :t (1 ~ (' + 1 ~ (") = n +a :t 1- e~i'Pz ' 
k=l k k k=l k 

that is, 

lg'(l)l 2:: a·~~ ( 1
. ) 2:: a·?!'. 7 

- ~ 1 - e-i<p Zk - 2 ' 
k=l 

because Zk E £, and therefore lzkl ;;:; 1, the inequality 

~( 1 )>~ 
1 - e-icpzk = 2 

holds. 
Thus, the proof of Theorem II is completed. 
In case of a = 1, that is, in case of a circle Turan's result in (10) follows 

from our theorem. Turan's proof rather resembles the next, second proof. 
b) In case of f ( z0 ) = 1 the estimate 

lf'(zo) I = I :t 1 
12:: ~ · 1 

k=l zo - Zk - 2 Jl + a2 - lzol2 

is valid, if for some properly chosen cp 

(57) ~ ( eicp ) 2:: ~ . 1 
zo - Zk - 2 J1 + a2 - lzol 2 

holds for k = 1, 2, .. . , n. Let cp be the angle enclosed by the normal direction 
drawn at point z0 to £ and by the positive direction of the real axis. In this 
case the left-hand side of (57) is not negative, so it decreases, if Zk moves in 
the direction of the vector Zk - z0 . So, we can restrict ourselves to the case 
when Zk is on the boundary of£. Thus we may suppose that 

(58) zo =cos a+ iasina, zk = cos/3 + iasin/3. 

From the parametrical representation of the ellipse it follows that the direc­
tional tangent of its normal drawn at the point z0 is 

(59) 
tga 

tgcp = -. 
a 

Thus, based on the relation 

~(a+ ib) = ac + bd 
c +id c2 + d2 

7 ffi'( z) stands for the real part of z. 
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we have by (58) and (59) 

~ ( eicp ) = cos <p( cos a - cos (3) + a sin rp(sin a - sin (3) 
zo - Z k (cos a - cos(3) 2 + a 2 (sina - sin(3) 2 

- cos <p > cos <p 

- 2cosa ( a2 + (1 - a2) sin2 a;@) = 2cosa. 

On the other hand, it follows from (59) that 

a 
cos rp = . Ja2 + tg 2a 

We obtain 

> a _ a 

= 2J a2 cos2 a+ sin2 a - 2-Jl + a2 - lzo l2 ' 

and this is exactly ( 5 7). 
c) Finally, we are going to prove that Theorem II is exact with respect to 

the order of magnitude in cases a~ 7}n. If a~ 7}n, we can show similarly 
to th() proofs in §.1 that if f(z) E E(C), then 

maxlf'(z)I 1 zE£ > r.:: 
max lf(z) I = 7vn, 
zE £ 

and this is also exact as to the order of magnitude. The last observation is 
contained in Theorem III. 

Theorem III. If the roots of the polynomial f( z ) of degree n lie in the 
interior of£ and in a point Zo of£ lf(zo) I = 1 holds, then there exists a point 
( on the boundary of£ such that 

(60) (
n ·a 1 ) n ·a 1 

IJ'(()I ~max -2-, 7vn ~ -4- + 14 ,;n. 

On the other hand, there exists a polynomial Ji (z ) for which the conditions 
above are fulfilled and 

(61) 
3 

lf{(z)I ~ J(l + a2 ) 3 (na + vn) 

for the points of £. This bound is smaller than 42 times the value given in 
(60) . 
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Proof of (60) can be carried out on the basis of the previous part, applying 
the fact that a regular function attains the maximum of its absolute value on 
the boundary of the complex domain. Thus we may suppose that z0 lies on 
the boundary of £. 

To verify (61) it is also sufficient to examine lf'(z)I on the boundary of£. 
Let first n = 2m be even and m ~ 2. lfn = 2,3, then also f(z) =(.!:pf can 
be used as Ji and h below. 

Let 

(62) 

which satisfies the requirements. On the boundary of£ we have 

, na A Vn na Vn (63) If (z)I < -- + --- < -- + --
1 1 + a2 e 1 + a2 1 + a2 1 + a2 

which states even more than (61). 
In the case of odd n, n = 2m + 1, let 

Then we obtain 
3 

IJ~(z)I < J(l + a2)3 (na +Jn). 

§ 3 

0 

Concerning Turan's problem we shall examine the question, for what kind 
of domains M the method of§ 2 b) can be applied. 

To this end let us look more closely at the argument in § 2 b). Let an 
arbitrary closed domain M be given, and also a polynomial f(z) of degree n, 
whose roots lie in domain M. Let If ( z0 ) I = 1 for a certain point z0 on the 
boundary of this domain. Then we have 

IJ'(zo)I = lt-1-1. 
i=l Zi - Zo 

We may regard the complex numbers z;~zo also as vectors. The most 
essential idea of§ 2 b) is that there exists a direction such that the projections 
of the above vectors in this direction are unidirectional and exceed in length 
a positive constant c1 . If we verify this, we shall prove 

(65) lf'(zo)I ~ c1 · n, 
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where c1 > 0 depends only on the domain M. 
In order to have the direction in the above sense in each boundary point 

of M it is necessary that M be a convex domain or a convex curve. This 
direction is a normal line drawn at the point z0 or in case of a vertex any line 
going through both the vertex and the domain. If this direction and z0 - z 
together enclose the angle a, then the projection of z!zo is l~~z~I. We are 
looking for the value 

. cos a 
min = c2 

zo,zEM lz - zol 
for the boundary points z0 . We have to prove that c2 > 0. For convex · 
domains c2 ~ 0 holds true. In case c2 = 0 cos a = 0, i.e. z is a point of the 
tangent drawn at the point z0 . Let us assume that the boundary curve of M 
is nowhere straight. Then in case of cos a = 0 we must have z --+ z0 on the 
boundary curve of M. If f2 is the radius of the circle of curvature in z0 , then 
by the definition of f2 , 

lzo - zl --+ (}, hence 
%-a 

cos a 1 
--- --+ -. 
lzo - zl f2 

So, if on the boundary curve of the convex domain M apart from the vertices 
there exists a curvature radius and it is bounded, then (65) holds true. 

We may relax the above conditions. Let us suppose that (65) is not valid 
for the convex domain M, i.e., E(M) contains a polynomial of degree n for 
which, in case of z E M, 

IJ'(z) I:;; c · n, 

where c > 0 is arbitrary, n > N(c). 
Let us assume that If (z)I takes on its maximum in the domain M at the 

point -z0 . If the curvature radius exists at z0 and is finite, or z0 is a vertex 
such that the difference of the inclination angles of the tangents is smaller 
than 7r, then according to the previous arguments there exists a number c' 
independent of n such that 

IJ'(zo) I ~ c' · n. 

Let the boundary of M be straight at point z0 , and let 

n 

J(z) =a IT (z - zi)· 
i=l 

Then, because of the maximality of lf(zo) I, we have 

n n 

(66) 
i=l i=l 
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for z EM. 
We assume about the domain M that it has a point z for which lz - z0 I > 1 

holds, and on the other hand, for each of its points z, lz - z0 1 < 1 + <51 (where 
we specify J1 > 0 later) . This can be assumed without loss of generality since 
if (65) is valid for a domain, then with a suitably changed cit is also valid for 
similar domains, which can be verified by a linear transformation. 

Let a be larger than the length of the line segment bounding M at the 
point z0 . If ( 65) is not valid for M, then at least -J; roots fall into the interior 

of the circle lzo - zl ~ a, otherwise for n ( 1 - ~) roots we have 

cos a 11 

I I > c' 
Z - Zo 

as discussed above, and so 

lf'(zo) I ~ c" ( 1 - 6
1J n 

follows. The value of J2 > 1 will also be specified later. 
For the -J; roots the inequality izo - zil < a is valid, while for the rest of 

the zeros we have lzo - Zi I < 1 + <51 . Thus 

(67) 
i=l 

The next theorem due to Chebyshev's8 is well-known. 
Let g(z ) be a polynomial of degree n, in which the coefficent of zn is 1. 

Then the maximum of the absolute value of g in the interval - l ~ z ~ 1 is at 
least 2} _ , , i.e., 

max lg(z) I ~ n
1
_ 1 . -l~z~l 2 

Equality holds only for the Chebyshev polynomial. 
Among the radii of the circle lzo - zi = 1 there is a radius which lies in 

M, so it contains a point z different from z0 and such that 

n 

(68) II lz - Zi l ~ 41-n. 

i=l 

By (66), (67) and (68) we obtain 

8 G. Faber: Uber Tschebyscheffsche Polynome. Journal fiir die reine und angew. Math. 
150 (1919), 79- 106. 
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or 

(69) 

If a > 4-( 1 -~), then o1 > 0 and o2 > 1 can be chosen so that a < A. 
That contradicts (69). So, summarizing the above, as we have used here only 
the assumption that there are intervals in the set longer than 1, the following 
theorem holds. 

Theorem IV. Let a bounded, convex set M of points be given, bounded 
by closed Jordan arcs, which is identical 

either with a curve whose curvature exists and is nowhere zero, 
or with a domain whose boundary is nowhere a piece of line whose length 

was one quarter of the diameter, or even longer. . 
Let the roots of the polynomial f (z ) of degree n lie in the domain M and 

let If ( z) I take on its maximum there in the point zo. 
Then there exists a constant c > 0 depending only on M such that 

lf'(zo)I > c · n · lf(zo) I. 

This result can be made more accurate by Faber's theorem8 . If z = 'lj;(x) 
takes the circle !xi = r onto the boundary curve of M, and also x = oo into 
the origin, without scaling then there can exist a piece of line whose length is 
a< l . 

r 

§ 4 

a) Pal Erdos studied the following problem. 
Let z1 , z2 , . . . , Zn be the roots of the polynomial f ( z) of degree n, and let 

Assume that the polynomial is convex (concave) from below in the interval 
(zi-l, zi)· What can we claim about the distance between two consecutive 
roots? 

Erdos, and independently also Thran, showed that under the above con­
ditions 

(70) 
16 

Zi - Zi-1 ~ r.:; - vn 

holds true. 
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Our proof is as follows. Let a be the root of equation f'(z) = 0 falling in 
the interval (zi_ 1 ,z;). Then, by Turan's theorem (see§ 1 a)), there exists a 
point ( such that 

(71) 
2 1 

O <a - ( ~ Vn and lf(()I ~ 5vnlf(a)I. 

Besides, convexity means that lf'(z)I monotonically decreases between 
Zi-1 and a, so if z;-1 ~ z ~(,then we have · 

1 
lf'(z) I ~ 5Vn · lf(a)I. 

But 
( ( 

If(() - f(zi_i)I = IJ(()I =I J J'(z)dzl = J lf'(z)ldz 
Zi-1 Zi -1 

1 
~ (( - z;-1) · 5Vn · lf(a)I , 

and, on the other hand, lf(()I ~ lf(a)I . So, the estimate 

(72) 
6 

( - Zi-1 S r,;; 
- yn 

follows. According to (71) and (72) we have 

8 
a - Zi-1 S r,;;> - vn 

and similarly Zi - a ~ Jn. This yields 

16 
Zi - Zi-1 S r;;;· - vn 

D 

b) The previous theorem can be further improved. A precise result in this 
direction is the following. 

Theorem V. Under the previous conditions the following hold true: 
a) In case of n even, 

(73a) 

b) I~ case of n ~ 3 odd, 

2 
Zi-Zi-1 ~ ~; · - 2n - 3 

(73b) 
2 ;/n2 - 2n 

Zi-Zi-1 S ' ---
- ;/2n - 3. n -1 

These estimates cannot be improved. 
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Before turning to our proof we verify a lemma. 

Lemma. Let z 1 ;;; z2 ;;; · · · ;;; Zn be the roots of the equation f (z ) = 0 of 
degree n, and x 1 ;;; x 2 ;;; · · ·;;; Xn- 2 be the roots of f"(z) = 0. The latter are 
obviously functions of z1, z2, ... , Zn, i.e., 

(74) 

We shall show that 

(75) 

and 

(76) 

n - 2 > dxi > 0 
n = dzk = ( 

i : 1, 2, ... , n - 2) 
k-1,2, ... ,n 

__ 2 __ ( J(xi) _ J'(xi)) . 
(xi - Zk) 2 !"'(xi) Xi - Zk 

Proof. First we prove (75). If we show that 

(77) dxi ;:::: O, 
dzk -

then (75) would follow because the relation between the coefficients and the 
roots of polynomials implies 

from which 

(78) 

n 
Z1 + Z2 + ... +Zn= --(x1 + X2 + ... + Xn-2), 

n-2 

follows. On the left-hand side of (78) all summands are non-negative (by our 
assumption), so any term is smaller than the sum. 

The relation (77) states that if we change a root of the polynomial, then 
any of the roots of the second derivative moves also in that direction. 

Obviously it suffices to verify this claim showing that it holds if we take 
the first derivative instead of the second one. The roots of the first derivative 
are provided by the equation 

n 1 
""'-=0 
L.,,z-z 
i=l i 

The point Zi changes in this equation. But z!z;, as a function of the vari­
able zi, is monotonically increasing, and this already implies that the root of 
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£: -1
- = 0 moves in the direction of zi's motion. Of course, this argument 

i=l z-z.;. 

is only valid when all roots are real. 
The proof of (76) can be done by a simple calculation. 
Now we turn to the proof of our theorem. We are looking for the poly­

nomial of degree n which satisfies the conditions and has the longest possible 
interval (zi-l,zi) where the polynomial is convex from below, i.e., f"( z) ~ 0. 

First we shall prove that no root of the polynomial can fall in the interval 
where it is convex from below. Let namely (z;, zk) be such an interval. Then 
we claim that f" (z ) > 0 if Zi < z < Zk. That is to say, if f" ( () = 0 occurs 
at a certain point, then it is at least a double root. But each root of f (z) is 
real, so between any two roots of f'(z) there is a root of f(z) , and at a k-fold 
root of f'(z) the polynomial j(z) has a (k + 1)-fold root. Thus, if (is the 
smallest root of f"(z) inside of interval (zi,zk), then f(() = 0 and!'(()= 0 
will follow. But since j(z; ) = J(() = 0, by Rolle's theorem we conclude that 
f'( z ) vanishes at some point 7), z; < rJ < (, and f'(rJ) = !'(() = 0 implies 
f"(O = 0, where rJ < ~ < (. But this contradicts the fact that f"( z) has 
no roots in the interval (z;, (). Hence, no roots of either f"( z ) or f(z) fall 
between Zi and ZkJ and the points z; and zk themselves cannot be multiple 
roots, because again by Rolle's theorem f"(z) would also have a root between 
z; and zk. Hence i and k are two consecutive numbers: let us denote them by 
i - 1 and i. 

Assume that f ( z) is convex from below in the interval ( Zi-l, z;), and let 
us examine the situations in which this interval can be increased. Obviously, 
this will take place if we can alter the roots of f ( z) in such a way that Zi - Zi- l 

increases and f"( z ) f:. 0, if z;_ 1 < z < z;. Firstly, we can show that such an 
alteration exists, except for the case when all roots but Z;- 1 , z; fall into the 
end-points +1 and -1, furthermore f"(z;_ 1 ) = 0 holds (with the exception 
i = 2, when z1 = -1) and f"( z; ) = 0 (with the exception i = n, when Zn = 1). 

Let us assume first that i = 2. By a linear transformation we can get 
another polynomial for which z1 = -1, Zn = 1 hold true, and meanwhile 
(z1 , z2 ) does not shrink, and also the convexity is preserved, so z2 ~ x 1 . Let 
us move all the roots z3 , z4 , ... , Zn into the point + 1. By (77) x1 will increase, 
the convexity remains, z2 ~ x1 will be valid. Now we increase z2 until z2 = X1, 

through which (z1 , z2 ) obviously increases. Our polynomial thus already fulfils 
the aim posed in the previous paragraph. In case of i = n the procedure is 
analogous. 

Now let us suppose that 3 ~ i ~ n - l. First we shall prove that except 
for the case 

(79) 

the interval can be expanded. No root falls in the interval, so we may assume 
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by Rolle's theorem that 

If on both sides the inequality holds, then we can decrease z;_ 1 until 
somewhere equality occurs. If, however, for instance 

(80) 

holds, then we decrease the root z;+1 , then by (77) x;_ 2 will also decrease, 
we arrive at the previous case and the interval can be increased. 

Let us assume that there are at least two different points inside ( -1, + 1), 
besides z;_ 1 and z;, where f (z) vanishes. Then we can achieve the situation 
in (80) by pushing out these roots properly, i.e., we can increase the interval 
(z;- 1 ,z;). Let us denote by a and b two such roots of f(z). We can move 
these roots in both directions. Let us perform with the root a a c-times larger 
move than with b (we shall specify c later). Then applying (76) we obtain 

dx;-2 
da 

dx;-1 
da 

2f'(x;-2) { c 1 } 
f"'(x;-2) (x;-2 - a)2 + (x;-2 - b)2 ' 

2f'(x;-1) { c 1 } 
f"'(x ;_i) (x;-1 - a)2 + (x;-1 - b)2 · 

The value of c can obviously be chosen so that dx;;; 2 and dx;;; 1 have different 

signs. Indeed, by virtue of ddx;- 2 > 0 we have 
Zk 

2f'(x;-2) 
0 

f "'( . ) > ' Xi-2 

and in the same way 

So, if c falls into the interval 

( 
(Xi-1 - a) 2 

(Xi-1-b) 2 ' 

(Xi-2 - a) 2
) 

(Xi-2 - b) 2 ' 

then the two expressions have opposite signs. This interval is not of zero 
length. Moving a into the proper direction we would arrive to the case of 
(80). That is, the interval (z;-1 , z;) could be increased. 

We may suppose that the polynomial vanishes at three points in the inte­
rior of the interval (-1, +1) . Without loss of generality we may assume that 
these points are Zi-l < z; < Z;+l· If i + 1 = n, we can again achieve Zn= +1 
by a linear transformation, and meanwhile getting longer interval (z;_ 1 , z;). 
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Part of our aim is thus· achieved. In case of i ~ n - 2 we proceed analogously 
as before. 

So, we proved that in connection with our task it is sufficient to examine 
polynomials of the form 
(81) 

where 

and 
(82) 

where 

J'(z) = (z + l)(z - a)(z - l)n-2
,} 

J"(a) = O; -1~a~1 

(k-2,3, ... ,n 2), 
f(z) = (z + ~)k- 1 (z - a)~ - b)(z + l)n-k-l;} 

J"(a) = J"(b) = O; -1<a<b<1. 

In (81) the length of the convex interval is: 

and in (82) it is 

2 
l+a= --, 

n-l 

b- a 2 __ 4_ _ 4(2k - n) 2 

( ) - 2n - 3 (n - 1) 2 (2n - 3)' 

This latter is then the largest, when (2k-n) 2 is the smallest. Hence the proof 
of the theorem can easily be finished. 

Translated by Zsuzsanna Ero and Balint Farkas 
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